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1. Introduction

We are preeminently linguidtic beings. An understanding of our linguidtic gbilitiesis centrd to
understanding our powers of thought and forms of socia organization. One part of the project of
undergtanding our linguidtic abilities, the part | will be concerned with in this paper, has to do with the
combinatorid structure of natura languages, which enables afinite supply of primitivetermsto haveinfinite
expressive powers, in the sense of grounding our ability to mean and understand an infinity of
nonsynornymous expressons. We gain an understanding of this festure of natural languages by providing
acompostiona meaning theory for them: atheory that, from a specification of meanings for afinite
vocabulary and afinite set of rules, specifies the meaning of every sentence of the language.

Redtricting our attention for the moment to a context insengtive language L, we can think of such
atheory as aming to meet the following two conditions. Thefirg isthat it prove true meaning theorems
of the form (M) (henceforth 'M-theorems),

(M) f meansin L that p,
where what replaces 'p' trandate in the language of the theory (the metalanguage) the sentencein L (the

object language) denoted by what replacesf. The second isthat it do so from axiomsin some sense



gpecifying or giving the meanings of primitive expressonsin L, inaway that exhibitshow our understanding
of the sentence depends on our understanding of its Sgnificant parts and their mode of combination. Such
atheory would give usingght into the structure of our practicd ability to spesk and understand the
languages we have mastered,* and how their infinite expressive powers rest on afinite base.

My god in this paper isto say what the reation is between this project, or its generaization to
languages containing context sengtive e ements (henceforth ‘context sengtive languages) and so-called
truth-theoretic semantics. The suggestion that atruth theory, in the style of Tarski,? can play a centra
role in acompositiond meaning theory isafamiliar one, due to Dondd Davidson (Davidson, 1984d).
However, it is often not clear from Davidson'swork, or from that of hisfollowers, exactly how we are to
conceive of the connection. It has sometimes been thought that the truth theory is supposed to replace
ameaning theory, to provide the most we could provide in the way of a compositional meaning theory.
On this view, the truth theory does not serve as a compostional meaning theory, but as amore
philosophicaly and scientificaly respectable replacement of it (Stich, 1976).

| do not believe that thiswas Davidson'sintent, though there are certainly things he saysthat would
lead oneto believe this, and | think many have been mided. In this paper, | want to explain what | think
the connectionis, and make much moreexplicit therole of atruth theory in acompostiona meaning theory
than Davidson has. | will do this by stating explicitly the form of atheory that entails dl instances of (M)
for alanguagein away that makes central use of atruth theory, and which | believe meets a least in Spirit
the other requirements on an adequate compositional meaning theory. Evenif | am mistaken in thinking
that this represents Davidson's line of thought (one will not find what | say explicitly in anything he has

written), it illusirates one important way of seeing how to exploit the recursve machinery of atruth theory



to meet the god of a compositiona meaning theory. And it has some unexpected benefits. 1t enablesus
to see how the theory can achieveits ams even though the language contains defects that spell trouble for
atruth theory simpliciter. | have in mind specificaly the semantic paradoxes and semantic vagueness,
both of which present serious difficulties for truth theories for natura languages.
| will first develop the account for a context insengtive language, where the issues will be clearest.
Then | will extend the account to context sengtive languages. Findly, | will show how this helps us out
of what have been taken to be some very serious difficulties for the truth-theoretic approach to meaning.

In the gppendix, | explain why arecurgve trandation theory cannot achieve the sameams.

2. From Truth to Meaning

Davidson was driven to propose using atruth theory to do duty for a meaning theory by despair of
providing atheory that more straightforwardly entailed M-theorems. We need not be concerned presently
with hisarguments againgt more straightforward attemptsto do this. Our question iswhether there is some
other route to the same result through a truth theory.

The first question to ask iswhy it would it so much aslook asif atruth theory could do duty for
ameaning theory? It isobvious that atruth theory is not a meaning theory, and that its theorems (of the
form of (T) below) do not tell us what sentences in the language for which it is atheory mean.

The key to seeing why we might nonetheless gaininsight into meaning through knowledge of atruth
theory isby seeing that if we knew enough about the theory we would know something that enabled usto

interpret correctly the sentences of the language for which it was atheory. In particular, as Davidson



noted, if weknew that atruth theory satisfied Tarski's Convention T (Tarski, 1983, pp. 187-8), we would
be along way toward knowing what we needed to know to interpret object language sentences.
Convention T requires of aformaly correct truth definition for a predicate "is true-in-L" for alanguage L
that it entall for al sentences of the object language a theorem of the form (T),

(T) f istrue-in-L3iff p,
where 'f' is replaced by a structural description of an object language sentence (a description in terms of
the mode of combination of its meaningful congtituents), and 'p' is replaced by atrandation of f into the
metdanguage. Let us cdl sentences of the form (T) that meet this condition T-sentences. Suppose we
knew atruth theory for alanguage and we knew it met Convention T. If we had then some means of
mechanically picking out which of its theorems were the T-sentences, we would be in apostion to
understand any sentence of the object language. Why isthis? Congder (1).

(1) 'Gwyn'{' yw drd istruein Welsh iff snow iswhite.
Suppose that thisisa T-sentence for the Welsh sentence 'Gwyn yw erd. We understand (1). Knowing
itisaT-sentencetdlsusthat 'snow iswhite in English trandates 'Gwyn yw erd in Welsh. Thus, we know
(2), which isdl we need to know to interpret this sentence in Welsh.

(2) 'Gwyn'{'yw ara meansin Welsh that snow iswhite,

(I ignore complications having to do with tense)) As Davidson remarked at one point (and so far as|
know only at one point), if weknow that (1) isa T-sentence, what we know guarantees that if we replace
istrue in We s iff' with 'meansin Welsh that' we will not go wrong (Davidson, 1984c, p. 60). This
observation isthe key to seeing (i) how to make explicit acompogtiona meaning theory which relieson

the recursve machinery of atruth theory in generating M-theorems, and (ii) how to generdize Convention



T to a context sengtive language.

A truth theory is not ameaning theory. Y, if we knew enough about a truth theory of the right
sort, we would be in apostion to interpret object language sentences. How can we turn thisinto an
explicit meaning theory? In order to formulate an explicit meaning theory, atheory which will have as
consequences al true M-theorems (and no false M-theorems), we need to make explicit everything that
we need to know about atruth theory in order to come to be able to interpret sentences of the object
language on the basis of understanding their sgnificant parts.

We want more from a compositiond meaning theory than just the M-theorems for alanguage.
Wewant in addition that it should inform us about how the meanings of complexesin the language depend
on those of their partsin away that enables us to understand the complexes on the basis of understanding
the primitives and rules for their combination. That iswhy, even for alanguage with afinite number
sentences, we cannot Smply give aligt of true M-theorems for the language. Thisis an important
requiremert, which is sometimes overlooked in discussons of the role of atruth theory in providing a
compogtiond meaning theory (see the gppendix for further discussion).

We can divide our task into two parts. Firgt, we must answer the question what congtraints atruth
theory must meet in order that it have among itstheoremsdl the T-sentences for the object language, and
that it, in some sense to be specified, exhibit in (at least certain) proofs of the T-sentences how
undergtanding of the sentences depends on understanding their parts. Second, we must say what we have
to know in addition to that fact about a theory in order to bein a position to state M-theorems for each
sentence of the object language; in particular, we have to say what we could know thet would enable us

to pick out the theorems that are the T-sentences.



Davidson at first thought thet, for a natural language that contains such context sengtive dements
as demondtratives and tense, aformaly correct truth theory that was Smply true would ipso facto satisfy
(asuitable andog) of Convention T (Davidson, 1984d). This hope proved ill founded. From any
extensondly adequate truth theory, we can generate another extensondly adequate truth theory that
generates theorems giving truth conditions for sentences using nonsynonymous sentences in the
metdanguage. Thisis obvious once we reflect that there can be nonsynonymous but extensondly
equivalent satisfaction clauses for object language predicates” The position Davidson subsequently
adopted was that the truth theory not be merely true, but be confirmable from the standpoint of aradica
interpreter (Davidson, 1984a, p. 139). The hope was that thiswould put enough additiona congtraints
on the theory to ensure that it would satisfy Convention T (or a suitable analog).

| am not concerned currently, however, with the adequacy of these additiona congtraints.
Davidson'saim wasto provide congraints on atruth theory which would shed light on the relation between
meaning and reatively more primitive concepts, particularly those employed in describing empiricd
evidence one could have for atruth theory for a speaker or community of speekers (Davidson, 19844, p.
137). My interestismore limited. | want to say what knowledge we could have about a truth theory for
alanguage that would enable usto useit to interpret speakersof that language. It isaseparateissue how
we could confirm that a given speaker or speech community spokethat language. Indeed, the
question what knowledge we could have about a truth theory for alanguage that would enable usto
interpret its speakers is conceptudly prior to the question how we could confirm such atruth theory for
a speaker or group of speskers. For the question of how and whether we could confirm it on the basis

of certain evidence depends upon being able to specify independently what counts as success”



What then could we know about a truth theory that would suffice for its meeting Corvention T?
Wemight amply say that weknow that it meets Convention T. But thiswill not guarantee that appropriate
proofs of the T-sentences exhibit how the meanings of those sentences are understood on the basis of
understanding their parts and mode of combination.® The solution isto require that the axioms of the
theory themsalves meet an analog of Convention T, which will then suffice to insure that the theory meets
Convention T and that certain proofs of the T-sentences will exhibit how the meanings of those sentences
are understood on the basis of their structures.

To see what we require, contrast predicate satisfaction clauses (3) and (4) (given in English).”

(3) For dl functionsf, f stisfiesin Wesh ‘triongl yw x'iff f('x) isatriangle.

(4) For dl functionsf, f satisfiesin Wesh ‘triongl yw x'iff f('x") isatrilatera.

In (3) we use a predicate in the metalanguage synonymous with the object language predicate; in (4) we
use a predi cate coextensive with (indeed, necessarily coextensive with) the object language predicate but
not synonymouswithit?® Either could be used to provide atrue truth theory for the language, but only (3)
would do if we wanted the theory to have T-sentences among its theorems. (3) exemplifies the most
draightforward way to giveatruth theory for alanguage which we understand, namdly, by using asentence
in the metalanguage which is of the same form as the object language sentence, and which employsa
predicate, or recurgve term, which is synonymous with the object language expression for which
satisfaction conditions are being given.

Thisthen iswhat we require: that axioms of the truth theory,? reference axioms, predicate
satidfaction axioms, and recursve axioms, use termsin the metdanguage in giving their reference or

satisfaction conditions that are synonymous with the object language expressons for which they are used



to give satisfaction conditions. More fully, for reference axioms, we require that the correct referents be
assigned toreferring termsin the object language, and, if thereis more to their meaning than that, also that
ametal anguage term synonymous with the object language term be used (the metdanguage can be
enriched as needed). For example, in 'the referent of 'Caesar’ in Welsh is Caesar' we use aterm in our
metalanguage, 'Caesar’, in given the referent of the object language expression 'Caesar’, which is
synonymous with it (this may only come to their having the same referent, but if more is required the
convention requires that it be supplied). For predicate satisfaction clauses, we require a predicate in the
metal anguage synonymous with the object language predicate be used in giving the satisfaction conditions,
and that the sentence form on the right hand side of the quantified biconditiond be the samein logicd form
asthat in the object language. (3) provides an example. For recursive terms, we require that the
metaanguage term (or structure) used in the recursion be synonymous with the object language term (or
dructure) the axiom discharges, and that the sentence form on the right hand side of the embedded
biconditiona be the sameinlogicad form as the object language sentence for which satisfaction conditions
are being given. (Thiswill be qudified when we turnto context sengtive languages) Thus, for example,
for truth functiond connectives, we use in the metd anguage a synonymous truth functional connectivein
giving satifaction conditions, asin (5).

(5) For any function f, any formulast, ?, f satidfiesin Weshf {* a'{? iff f satidiesin Wdsh f

and f satisfiesin Welsh 2%°
Similarly for other connectives, and for quantifiers. One has only to think here about how we in fact
gtandardly proceed to give an axiomatic truth theory for alanguage we understand. Let uscdl this

requirement Convention S.** If we know that aformally correct truth theory meets Convention S, then



we can be assured that it meets Convention T. Let uscdl atruth theory that meets Convention San
interpretive truth theory. Thisisastronger condition in generd than requiring that atruth theory meet
Convention T.

Thesmplest proofs (spesking loosely) of T-theorems (theorems of theform (T)) in an interpretive
truth theory produce T-sentences in away that shows how the truth conditions of the sentence are
determined from the reference and satisfaction conditions of their parts, usng in the metalanguage
expressions synonymouswith those for which satisfaction conditionsare given. Thiscan befarly sad then
to show how the meaning of the sentence depends on the meanings of its parts. This completesthe first
part of the task we set above.

If weknow that aformally correct truth theory isinterpretive, we know it meets Convention T, and
that there are proofs of T-sentences that exhibit how the meanings of sentences depend on the meanings
of their parts. To use such atheory for interpreting object |anguage sentences, however, we need to know
more than this.

First, we need to know some mechanicd way of identifying the T-sentences among the theorems
of thetheory. If wedlow the theory arich enough logic, we will be ableto prove T-theorems that are not
T-sentences.® What we need isto define a predicate that, rdative to aforma interpretive truth theory,
gopliesto dl and only T-sentences, and whose extenson can be determined mechanicaly, at leest in the
sensethat for any sentence we are given of the language, we can mechanicaly determinefor it a T-theorem
which fdlsin the extension of the predicate™ Intuitively, given an interpretive truth theory, proofs that
draw s0lely on the content of the axioms in proving T-theoremswill yidd T-sentences. Let uscal such

theorems canonical T-theorems Thisisnaotitself asyntactic notion. But for a given theory with itslogic,



we can characterize a syntactica notion that ams to be coextengve with thisintuitive notion. We do this
by characterizing a canonica theorem as a T-theorem that is the last sentence of a proof meeting certain
congraints that ensure that only the content of the axiomsis drawn on in proving it. Thiscan be
accomplished by restricting the rules we can apped to in proofs and what we can gpply them to. Proofs
that satify the congraintswe can cal canonical proofs A set of rulesfor constructing a canonica proof
for a given object language sentence we can cdl acanonical proof procedure (in thisfollowing
Davidson). A canonical proof procedure, for an interpretive truth theory, has a T-sentence asits
conclusion; given how it is condtructed, it revedsin its structure also the semantic structure of the object
language sentence.

There can be no generd syntactica characterization of these notions smply because there are
many different logicd systems we could employ in the theory. For any given theory and logic, it would
graightforward, if somewhat tedious, to write out what restrictions were required. Once we had a
characterization of therestrictionsrequired in somelogicad system, we could in fact weaken the system so
that it congsted of only the moves so dlowed. In this case every T-theorem of the theory would aso be
a T-sentence. What then do we need to know about an interpretive truth theory in order to pick out its
canonica theorems? We can put it thisway: we need to know acanonical proof procedure for the theory
or thet itslogic permits only canonicd T-theorems. (In the gppendix a Ssmple exampleisgivenin the
course of the discusson of recurdve trandation theories.)

Second, we aso need to know what the theory says, for we might know that a truth theory in
Itlian for Welsh meets Convention Swithout being in a position to interpret Welsh, because we don't
know Itdian. Moreover, wedon't just need to know what the theory expresses, we need to know that the

10



theory for which we know a canonical proof procedure says what the theory expresses. That isto say,
we need to know enough to be able to understand the theory. Otherwise, our knowledge of how to pick
out T-theorems that are T-sentencesis not connected with our knowledge of what the theory expresses
inaway that alows usto interpret object language sentences. Our semantic and syntactical knowledge
must be matched."

This completes the second part of our task. What remainsisto Sate dl of this explicitly, thet is,
to write out the propositions that we must know in order to use atruth theory to interpret object language
sentences. If we identify the meaning theory with the body of knowledge thet is required in order to
interpret object language sentences on the basis of knowledge of the meanings of their parts, then the result
will be the meaning theory itsdf, as distinct from the truth theory we exploit in formulaing it. And thiswill
aso make explicit, then, the relation between the truth theory and the compositiond meaning theory.

L et us suppose then we have an interpretive truth theory T for alanguage L, in ametdanguage
M, with axiomsAl..., A2 ..., ..., and aspecification of acanonica proof procedure CP for T. In addition
to the usud vocabulary required in atruth theory for agiven object language, we will require M to contain
apredicate, L whichisatrandation of 'x meansinL that'. A meaning theory, M, for L, can then be stated
in the fallowing form:

1. Tin M isan interpretive truth theory for L.

2. Theaxiomsof TareAl..,A2 .., ...

3. Al meansin M that ..., A2 meansin M thét ...; ...; u meansin M x meansinL that ...

4. CPisacanonica proof procedurefor T.

5. For any sentencet, any language L, any interpretive truth theory T for L, if t isthelast line of
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acanonicd proof in T, then the corresponding M-sentenceistruein M.

The M-sentence corresponding to a canonica theorem t in an interpretive truth theory is the result of
replacing the trandation in M of ‘istruein L iff'in t with the trandation of ‘meansinL that'.

Supposewe knew 1-5 for some suitabletheory. 1, 2 and 4 suffice for usto be able to identify the
T-sentences of the theory and to know that we have identified the T-sentences. 3 ensuresthat we will
understand them. 5 dates the knowledge we have which enables usto infer from the T-sentences to the
truth of corresponding meaning theorems. Semantic descent dlows usto infer the theorems themsdlves.

Theingantiation of 5toT issomething we could deduce from 1-4 given the meanings of 'is an interpretive
truth theory' and 'isa canonical proof procedure for', soin asenseit is redundant, but it helps to make
explicit how the connection is made between T-sentences and true M-theorems. The canonical proof of
aT-sentencein T exhibits (for someone who understands the language of the theory) how the meaning of
the object language sentence depends on the meanings of its parts. Thus, someone who knowsM knows
how to interpret any sentencein L on the bas's of knowledge sufficient to understand each of the primitive
termsof L and rules for their combination.*®

Notice that M contains statements about the truth theory T, and its axioms, but it does not include
theaxiomsof T. Indeed, itisclear that M and T need not be in the same language. Thus, surprisingly, we
have been lead to the condlusion that the truth theory itsalf isnot part of the meaning theory.”” Thisturns
out, aswe will see below, to be a virtue when we come to some worries about the coherence of defining
truth for many naturd language sentences. Before we come to that, however, | want to sketch how this

gpproach extends naturally to context sengitive languages.
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3. Extension to Context Sensitive L anguages

The extendon to context sendtivelanguagesrequirestwo things. First, we need to explain the appropriate
form of theandog of T-sentences and M-sentences for context sengtive sentences. | will continue to call
these T-sentences and M- sentences for convenience. Second, we need to say what it isfor atruth theory
that issuesin such T-sentences to be interpretive. Once we have done this, we smply reinterpret 1-5
above according to the notions gppropriate for a context sengtive language; dl the moraswill carry over
graghtforwardly.

Thereis more than one way to adapt a Tarski-style truth theory to a context sengtive language.
One approach isto shift from a predicate of sentencesto a predicate of utterances, and this has many
advantages. It makes clear that in a context sengitive language, the primary unit of semantic evauation is
the peech act usng a sentence. However, it dso entails certain technica complexities which | wish to
avoid. | will therefore adopt the dternative of introducing atruth predicate with additiona argument places
for contextua parametersthat are relevant to the determination of the semantic contribution of context
senstive eements of the language. For present purposes, | will suppose we can get by with just two:
speaker and time (place can be reduced to the speaker's location; the contribution of demongtratives can,
a afirst pass, be secured relative to the spesker's demonstrative intentions).*® The predicate | introduce
is'x istruein L taken asif spokenby sat t'.*° That is, in asking whether a certain sentence istrue, relative
to aspesker and atime, we ask relative to theinterpretation it would have, fixing the language, if its context

sengitive dements were assgned semantic values in accordance with rules in the language, given the
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gpeaker and time asinput. We make the pardld modification in the case of 'x meansin L that', to get 'x
taken asif spoken by sat t meansin L that'. | abbreviate these as'x istrug;  inL' and 'x meanss ¢ in
L that', respectively.

Theform of T-sentences and M-sentences, then, for context senstive languages, will be (TCS)
and (MCYS):

(TCY Fordl timest, al speakerss, f istrueg  in L iff p.

(MCYS) For dl timest, al speskers s, f meansys  in L that p.
The next question is how to say what it is for atruth theory for a context sengtive language to be
interpretive. Convention T no longer gpplies, sncein (TCS) whenf isa context sengtive sentence we
will have bound variablesin'p’, and so it would beinappropriateto requirethat f be trandated by 'p'. For
example, congder (6), intuitively the T-sentence for '‘Rydw i yn darllen’, Welsh for 'l am reading'.

(6) For any timet, speaker s, 'Rydw i yn darllen’ istrueys 4 in Weshiff sisreading at t.°
If aspesker S of Welsh utters'Rydw i yn darllen’ at atimet, ingantiating (6) to him yields a specification
of itstruth conditions that expresses the proposition expressed by the sentence interpreted relative to the
occasion of utterance, namely, that Sisreading att. Andthat isjust what wewant. Clearly wedon't want
to say that 'Rydw i yn darllen’ meansthe same as'sisreading a t', with its free variables. We see what
we want: but how can we express the requirement in genera terms?

Hereisthe due. Convention T can be restated in the following way.?

An adequate truth theory for a context sendtive language L must be formdly correct and
entall for al sentences of the object language a theorem of theform (T), where'f' is
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replaced by a structural description of an object language sentence,
(T) fistruein L iff p,
such that theresult of replacing ‘istruein L iff' with'meansin L that' yields a true sentence

in the metd anguage

Thisisequivadent totheorigina becausewe canreplaceistruein L iff' with'meansin L that' sal vaveritate
if, and only if, the sentence that replaces 'p' trandates that denoted by f. Thisis, of course, precisely the
fact that dlows usto movefrom T-sentences to M-sentences. (TCS) and (MCS) are our anadogsfor (T)
and (M) for acontext sengtive language. To generdize Convention T to a context sengtive language, we
need merely generalize our reformulated statement of it. For noticethat in (6) we can replaceistrue,
g In Welsh' with 'means;s 1 in Weldh' to yield atrue sentence. And that is precisely what it is for the truth
conditions assigned relative to a speaker and time to express the proposition a use of the sentence would
expressin the language relative to the speaker and time. Thus, our modified Convention T, which I'll cdll

Convention TCS, can be stated as follows;

An adequate truth theory for a context sendtive language L must be formdly correct and
entall for al sentences of the object language atheorem of the form (T), where'f' is
replaced by a structural description of an object language sentence,

(T) fistrueg qin L iff p,
such that the result of replacing ‘istruegs,  in L iff' with 'means;, 4 in L that' yields atrue

sentence in the metalanguage.
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To complete our characterization of an interpretive truth theory, we now need merely to modify
Convention Sinasimilar way. For recursve terms, which are not context sengtive, no modification is
needed. For context sengitive referring terms, we require smply that the reference clause provide the
correct referent (if any) relativeto ause of the referring term. For context sensitive predicates, we employ
avariant of the devicewe used for sentences. Wewill say that an axiom for apredicate, with free variables
X1, X2, ... Xp', denoted by "Z(X4, X2, ... Xn)', Which is context sengitive relative to spesker s, and timet,
Fordl f, f satisfiess q Z(X1, Xz, ... Xn) Iff AF(X1), ..., F(Xn), S, 1),
meets Convention Sjust in case the corresponding relativized meaning Satement istruein the
metaanguage®
Fordl f, Z(x1, X2, ... Xn) Meansy;, s q that AT('Xy.), ..., f(Xy), S t).
Here we introduce a meaning relation that holds between a formula, speaker, time, and function, if the
formula interpreted relative to the assgnments made by the function to its free variables and teken as if
uttered by sat t means what the sentence in the complement clause means (taking the 'f(x;)' to be directly
referring terms). The revised convention is Cornvention SCS. A truth theory that meets Convention SCS
isinterpretive; clearly it will meet Convention TCSif it meets Convention SCS,

This completes the extension of the results of the previous section to context sendtive languages.

4. Application to Semantic Defects

Explicitly formulating a meaning theory that makes use of atruth theory has some important benefits. This
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becomes apparent when we consider certain kinds of objections to truth-theoretic semantics that are
based on the assumption that in order for atruth theory to aid in the work of giving a compositiona
meaning theory, the theory must minimally be true and consstent. On this assumption, certain semantic
defectsin naturd languages that make formulating a true truth theory for them problematic threaten to
restrict or undermine dtogether the possibility of atruth-theoretic semantics for them.

The most obvious difficulty isthe possbility of formulating semantic paradoxesin naturd
languages. Consder the sentence labeled (L).

(L) Thesentencelabeled (L) in"What Isthe Role of aTruth Theory inaMeaning Theory?' isfase.
Empiricd investigation showsthis sentenceto say of itsdlf that itisfdse; if true, then, itisfdse, and if fase,
then true, o it istrueiff fase, which isacontradiction. Thiswill follow from any truth theory that meets
Convention T (TCYS) for the language together with the relevant empirica facts. No congstent truth theory
can be given for the whole language then. Thislooks at the least to put some limitations on the use of
truth-theoretic semanticsin goplication to naturd languages (see (Chihara, 1976), for example).

An even more serious problem israised by the fact that many, even mogt, naturd language
predicates are vague. In my view, no vague sentence is ether true or fdse, snce vague predicatesfal a
presupposition of our semantic vocabulary, namely, thet they are semanticaly complete and have
extensons® But problems arise even if one smply accepts that vagueness engenders truthrvalue gaps.
It looks asif onestruth theory itsdf then will inherit the gaps because oneis forced to use metdanguage
predicates synonymous with object language predicatesin giving truth conditions to meet Convention T (or
TCS).

However, once we recognize that the meaning theory itself, which exploitsatruth theory, does not
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embed a truth theory, then we see that the truth theory need not be true in order for it to serveits
function. For it servesitsfunction by meeting Convention S(SCS). That iswhat guarantees that it has as
its canonicd theoremsT-sentences. And that iswhat alowsusto infer corresponding M-sentences, which
arethe output of the meaning theory. We do not need to assert the truth theory in order to use its recursive
machinery to (a) reved compostional semantic structure and (b) generate true M-theorems.
Take the semantic paradoxes. Even (L) will haveits T-sentence. Ignoring context sendtive
elements, an adequate truth theory would yied (TL) as the canonica theorem for (L).
(TL) "The sentence labeled (L) in "What Isthe Role of a Truth Theory in aMeaning Theory?' is
fdsg istrue in English iff the sentence labdled (L) in "What Isthe Role of a Truth Theory ina
Meaning Theory?' isfdse.
(TL) isproblematic. But we do not have to assert it as part of the meaning theory. The meaning theory
will generate (ML).
(ML) The sentence labeled (L) in "What Isthe Role of a Truth Theory in aMeaning Theory?' is
fdsg meansin English that the sentence labeled (L) in "What Isthe Role of a Truth Theory ina
Meaning Theory?' isfdse.
(ML) istrue, just as(7) is.
(7)'2+2=5 meansthat 2+ 2 =5.
Thus, the meaning theory bypasses the difficulties thet &fflict the truth theory!
Thesame is true when we turn to semantic vagueness. Again, even if the truth theory uses vague
predicates, the meaning theory need not, since it does not include the truth theory, as opposed to

statements about the truth theory. Consider (ignoring tense) the T-sentence for a sentence about a
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borderline case for 'bald'.

(TB) '‘Barring Pate isbad istruein English iff Barring Pate is bald.
Everyone except episgemicisswill agreethat (TB) is neither true nor fase. The truth theory that generates
itistherefore defective. Many of its axioms deding with vague predicates will likewise be neither true nor
fdse. However, the meaning theory is not committed to asserting (TB) (or the axiomsthat lead to it), but
rather (MB).

(MB) 'Barring Pate is bald' means that Barring Pate is bald.
The trouble with vague terms arises when they have to contribute their extensional properties to the truth
conditions of sentences in which they are used. While'bad' isin some sense used in (MB) inthe
complement (we do not understand (MB) unless we understand the complement), it is clear that it does
not contribute its extensond properties to the truth conditions of (MB). Thus, even if (TB) iswithout a
truth-value, (MB) comes out true.

Thepointisgeneral. No semantic defect that undercuts the possibility of giving atrue truth theory
for alanguage need thereby undermineits use in acompositional meaning theory, since such atheory need

not assert the content of the truth theory itsdlf.

5. Conclusion

Inconclusion, | have aimed to do three thingsin this paper. The first was to make explicit the connection,
or a least one sensible connection, between arecursive truth theory for a noncontext senstive language

and the project of giving acompositiond meaning theory for it. The second was to show how to extend
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this result to context sengitive languages. The third was to show that, once we are clear about the
connection between the truth theory and meaning theory, a number of what have been thought to be
serious difficulties for truth-theoretic semantics for natura languages turn out to be impotent, because

commitment to the truth of the meaning theory does not entail commitment to that of the truth theory.
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APPENDIX
In this gppendix, | address the claim that insofar as atruth theory enables us to provide something like a
meaning theory for alanguage, it can in principle be dispensed with in favor of atrandation theory.® This
clam is based on the assumption that the only purpose of the truth theory in the meaning theory isto
provide us with away of matching object language sentences with metal anguage sentences that trandate
them. Thisassumptionismistaken. It failsto pay attention to the desiderata on acompositional meaning
theory, which it isour am to provide by apped to the mechanism of atruth theory. A compostiond
meaning theory must exhibit both how our understanding of complex expressions depends on our
understanding of their parts and their mode of composition, and how we determined the meaning of a
sentence relative to a context of utterance. A trandation theory does neither of these. A compostiona
meaning theory employing a truth theory as sketched above does both.

Consder context sengtivity first. For anaturd language, a meaning theory should exhibit how we
determine the meaning of a sentence as uttered on aparticular occasion. If we consider theform of atruth
theory of the sort introduced in section 3 above, it is clear that its function is not a dl to provide uswith
away of matching sentences with sentences that trandate them, but rather to provide context relativized
truth conditions, which then enable us to specify context relaivized satements of what they mean. A
trandation theory does not issue in any statements about what a sentence means as used by a speaker at
atime. A trandaion theory takes'Rydw i yn darllen’ in Welsh blandly into 'l am reading’ in English, with
no hint that its truth may vary from context to context, or that what it meansin the mouth of one speaker
isdifferent from what it means in the mouth of another. If we understand one of the languages, we can

understand an utterance of a sentence from the other, at least asawhole; but we still have no theory that
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reved sanything about their context sengtivity. We might aswell say we understand natura languages and
be donewithit. A trandation theory then obviously does not do the samejob as atruth theory in the case
of acontext sendtive language, for itsjob isnot just to match sentences of the object language with
trandating sentences of the metdanguage.

Let usturn to our second concern. Even arecursve trandation theory fails to meet the centra
desideratum on a compostiond meaning, namdy, that it exhibit how our understanding of complex
expressions depends on our understanding of their parts and mode of combination. To seethis, consder
atrandation theory for asmple context insengtive language L. The vocabulary and symbolsof L consst
of the following expressons:

A, 'R, 'F,'&, '~ ()

Thefirst we call asingular term, the second two we call predicates, the fourth and fifth the conjunction and
negation Sgns, respectively, and the right and left parentheses we call grouping dements. The sentences
of L are given by the following rules

If aisasngular teerm and f a predicate, then a{f and f {a are sentences.

If ?isasentence, then '~'{? isasentence.

If f and ? are sentences, then '( '{f {' & '{?{')  isasentence.

(The point of dlowing concatenation of asngular term with a predicate in either order will become clear
in the sequel, whereit will be used to highlight alimitation of the recursve trandation theory.) Let Tr(X,

y)" be short for X inL istrandated by yin L*'. We will dlow that L* has formation rules homologous to
thosefor L. Welet's together with subscripts range over sentences of L, and 'P' range over predicates

of L, and 'n' over angular teermsin L. We give the trandation theory as 1-8.
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1. Tr(a,'a).

2. Tr(R,'?).

3. Tr(F','?).

4. Tr('&','V").

5. Tr(~,'5").

6. For any n, P, Tr(n{ P, Tr(n){ Tr(P)) and Tr(PLn, Tr(P){Tr(n)).

7.Forany s, & Ti(({s:{’ & L€)' (LT v {TH&)X))

8. Forany s, Tr('~'{s, '5'{Tr(s))

1-5 providetrandation axiomsfor primitive expressonsterm by term. 6-8 provide arecursive procedure
for producing trandations of complex expressons built from them. So far so good.

The clam we want to examine is whether this theory can serve the ends of acompostiond
meaning theory. If it can, then it should exhibit how understanding of complex expressonsin the language
depends on undergtanding of the primitive expressions and their modes of combination. As Stated, of
coursg, it does not say anything that tells us what the primitive expressons of either language mean. So it
must obvioudy be supplemented. Since we are interested in whether it tells us what complex expressons
mean on the basis of understanding their primitive components and their mode of combination, we should
add axiomsthat gate the meaning of primitivetermsinL*, and wewill say, for concreteness, that 'a means
Alfred, '? meansisround, 7 meansisred, '5' means not, and 'v' means and.

Y et, even once we have donethis, we arenot in apostion to interpret complex expressonsin the
language. For we have not yet been told anything about how the meanings of the smples contribute to

those of the complexesin which they agppesar, that is to say, the contribution of the mode of combination
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remains opaque, so far as the information we have been provided with goes. For we cannot assume
anything about this on the basis of knowing just one word trandations for the primitive expressions of the
language, evenif we aretempted, in the case above, by andogieswith familiar artificid languages. Aneasy
way to seethisisto notice that it is competible with the form of the theory given above that concatenation
of asingular termin L* with apredicateisto be understood as equivaent in English to concatenation
of asingular term together with the predicate negation, while the concatenation of a predicatewith a
singular term (the reverse order) is understood as smple predication. It isaso compatible with the
information we have available that these two forms are smple variants of one another and that both
represent smple predication, or that both represent gpplication of predicate negation. The trandation
theory given above doesn't exhibit which way L* works, even if we know the meanings of its primitive
terms. Similar remarks apply to axioms 7 and 8. Knowledge of the trandation theory and knowledge of
the meanings of the primitive expressions does not autometicaly give us knowledge of the meanings of
complex expressions (i.e,, it doesn't put usin apogtion to understand them, and it doesn't exhibit how an
understanding of the complexes would rest on understanding the primitives and their mode of
combination). Of course, if weaready understoodL*, then we could trandate L. Buit this showsthat the
theory itsdlf isimpotent to give usknowledge of how the meanings of the Smple expressonsin it contribute
to determining the meanings of the complexes in which they can gppear. Thusit does not do the same job
as acompostionad meaning theory that appeals to a truth theory in the manner sketched above. Even
trandation into alanguage we understand |eaves unarti culated what the truth theory makes plain, how what
the parts of complex expressions mean contribute, together with their mode of combination, to determining

what wemeanin usng them. Trandation theories then, even recursive trandation theories, cannot replace
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truth theories in the project of providing a compositiona meaning theory for alanguage®

We can contragt the ineffectud trandation theory with a smple truth theory for the language L,
which can be used in the fashion indicated above to provide a compositiond meaning theory, and work
through a sample proof. The truth theory is given by A1-A5.

Al ‘a{'Ristruein L iff ref('a’) is round.

A2.'R{'a'istruein L iff ref('a’) is not round.

A3. ‘a{'F'istruein L iff ref(a’) isred.

A4. 'F'{'a'istruein L iff ref('a’) is not red.

AS. For any sentence s, S, '({s1 {' & '{ &{)' istruein L iff (5, istruein L and s; istruein L).

AB6. For any sentence s, '~'{sistruein L iff it isnot the case that sistruein L.

A7. Ref(‘a’) = Alfred.
(Here, of course, the puzzle thet the trandation theory Ieft uswith is removed immediately; it is enough to
know just thet the theory istrue, though wewill sipulatedsothat it isinterpretive.) A canonical theorem
isasentence of theform'sistrueinL iff p' in which''s is replaced by a structura description of a sentence
of L and'p' isreplaced by a metd anguage sentence containing no semantic termsand which isthelast line
of aproof which employs only the following rulesin gpplication to Axioms A1-A7 and the results of such
goplications:

R1. Universal Quantifier Instantiation (UQI): For any sentencef, variable v, sngular term (3

Inst(f, v, [¥) may beinferred from UQuant(f, v).

R2. Replacement (RPL): For any sentencesf, ?, Sf): Y?) may beinferred from Eq(f , ?) and

).
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R3. Substitution (SUB): For any sngular terms a, 3, sentence Sa): S([3) may be inferred from

@) and Ident(a, ).
'UQuant(f, v)' means 'the universa quantification of f with respect to v'. 'Inst(f, v, [3)' means 'the result
of replacing dl ingances of thefreevariablev inf with the sngular term (3. Note that we count structura
descriptions of object language terms, and terms of the form 'ref(x)', as Sngular terms for the purposes of
thisruleof inference. 'Eq(f, ?)' means'the biconditiond linkingf with ? (in that order)’. 'S(x)" stands for
a sentence containing the grammaticd unit x, which may be aword, phrase, or sentence. ‘ldent(a, 13)'
means 'the identity sentence linking awith (3 (in that order)'.

Sample proof:

1L '({a{F{ & {a{R{)istrueinLiff (a{'F'istruein L and 'a'{'Ristruein L). {from

A5 by two gpplications of UQI}

2.'a{'F'istruein L iff ref('a’) isred. {from A3 by UQI}

3.'a{'Ristruein L iff ref('a’) isround. {from A1 by UQI}

4.'a{'F'istruein L iff Alfred isred. {from 2 and A7 by SUB}

5.'a{'Ristruein L iff Alfred isround. {from 3 and A7 by SUB}

6.'({'a{'F{ & '{'a{'R{) istrueinL iff (Alfred isred and Alfred isround). {from 1, 4, 5, by

two gpplications of RPL}
Suppose we know the canonical proof procedure, the axioms of the theory, and what they mean, and that
they meet Convention S. Then we know thetheory isinterpretive. Given thiswe know the every instance
of thefollowing schemaistrue

If (sistruein L iff p), then (Smeansin L that p),
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when the antecedent isingtantiated to acanonica theorem. Thus, we can introduce ainferencerule, which
| will cdl MR
MR: 'smeansinL that p' may beinferred from the corresponding canonicd theoremof T, 'sistrue
inL iff p'.
The rest of the story goes as follows:
IN. 6isacanonica theorem of T. {Inspection of the proof and definition of ‘canonical theorem’}
AL ({a{'F{ & '{'a{' R{) meansinL tha (Alfredisred and Alfred isround) { 6, 1\, by MR} .
The role the truth theory playsisnot just to get usto IN. Itsmost important roleliesin how it getsusto
IN. It does so by a method which exhibits how the meaning of the complex sentences of the object
language depends on the meanings of its parts, that is, is shows how to understand the complexes on the
basis of understanding the parts. 1t doesnot statethisof course. But someonewho understandsthe theory
and knows it meets Convention S can see how it works. The mistake of thinking a truth theory does no
more than arecursive trandation theory rests on thinking that our only aim isto match object language
sentences with metalanguage sentences that trandate them. But that misses the main point, and interest,

of acompositiona meaning theory.?
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NOTES

1. Itisnot part of this claim that the ability isinstantiated by propositional knowledge of the theory, only that its
structure mirror the structure of the complex set of interlocking dispositions required of someone competent in
speaking and understanding the language.

2. | have in mind here recursive axiomatic truth "definitions" which use roughly the sorts of devices Tarski
introduced in (Tarski, 1983). See note 9 for some further remarks on the relevant class of theories.

3. Tarski was concerned to define a predicate (actually, membership in a set) that applied to the object language
only. The shift to using a truth theory in pursuit of a meaning theory will free us from this constraint, and we
can regard the predicate as expressing truth in alanguage, where the place of ‘L' is a genuine argument place.
We then cease to regard the truth theory as defining a truth predicate and regard it instead as a theory about the
language, which may be right or wrong. When we regard it as a theory about a language described as the
language of a given speech community or speaker, it is an empirical theory.

4. See: (Foster, 1976); (Loar, 1976); (Evans & Mc Dowell, 1976), introduction; (Davidson, 1984b); (Wallace,
1978, p. 51). More recent discussions include (Soames, 1989, 1992), (Higginbotham, 1992), and (Richard,
1992).

5. Thiscallsinto question theintelligibility of Davidson's apparent answer to the question what constraints atruth
theory would have to meet to be useable as a central component of an interpretation theory. For requiring that
aradical interpreter confirm it leaves his goal under specified. It cannot be merely to confirm atrue truth theory,
since we know that is not enough. What about a truth theory does a radical interpreter have to confirm then?
It cannot be that he has confirmed it, since this leaves open what it is about it that he must confirm.

6. We can illustrate the problem with a very simple truth theory for alanguage without quantifiers. Suppose
we have as axioms A1-A4 (we could add more for aricher language without affecting the point to be made),
where'isT' isour truth predicate for the language, and suppose we have as our logic a suitable complete natural
deduction system (I omit formal characterization of the syntax of the object and metalanguages). We suppose
further that 'Caesar thrice refused the crown and Caesar was ambitious' in the object language means what that
sentence does in English (ignoring, again, tense).

Al. Ref('Caesar’) = Caesar.

A2. For any namea, a{’ thrice refused the crown' isT iff ref(a) thrice refused the crown and for every
X, X = X.

A3. For any name a, a{’ was ambitious isT iff ref(a) was ambitious and it is not the case that any thing
is both ambitious and not ambitious.

A4. Forany f,?,'({f {'and'{?{) isTiff fisTand ?isT.

Al-A4 together will be adequate to prove the T-sentence, (T), since we can prove (1), and then (T), since 'for
every x, X =X and 'it isnot the case that any thing is both ambitious and not ambitious are logical truths (counting
the identity sign as alogical constant).

(1) '({'Caesar'{ thrice refused the crown'{’ and '{'Caesar'{’ was ambitious{")" is T iff Caesar thrice

refused the crown and for every x, X = x and Caesar was ambitious and it is not the case that any thing
is both ambitious and not ambitious.
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(T) '(‘{'Caesar'{ thrice refused the crown'{" and '{'Caesar'{" was ambitious{")' is T iff Caesar thrice
refused the crown and Caesar was ambitious.

Yet isit evident that we have not gone from axioms that show the structure and meaning of the object language
sentence to the T-sentence, and so we have not revealed the compositional structure of the object language
sentence in the proof.

7. Rather than sequences, | use functions from variables to objects as satisfiers. Tarski's sequences can be
represented using sets of ordered pairs of positive integers and objects, the integers representing the order of the
objects in the sequence. To associate an object with a variable in an open formula, Tarski associated variables
in a predetermined order with the integers representing the order of objects in a sequence. This simply
represents then an assignment of objects to the variables, and we can dispense with the sequences, which can
be seen to play merely a heuristic role in Tarski's discussion.

8. This shows, incidentally, that not even knowing that the theory is analytically true suffices to know that it is
interpretive.

9. The class of theories we apply the convention to must be circumscribed so as to exclude introduction of
extraneous materials that might cause difficulties. Thus, we require that theory be minimal in a certain sense:
we want only axioms needed for giving satisfaction conditions for object language expressions and nothing not
needed for this purpose, and we want the axioms which give satisfaction conditions not to include anything in
them which is not necessary for giving satisfaction conditions for object language expressions or sentence
forms. Thus, e.g., we would want one axiom for each primitive expression of the object language, and every
satisfaction axiom should be a quantified biconditional; in addition to such axioms we would need only axioms
for our theory of functions and reference axioms, which themselves would have a standard form (‘the referent
of a=X). Thus, e.g.,

((for @l functions f, f satisfiesin Welsh 'triongl yw X iff f('X) isatriangle) and 2 + 2 = 4),

would not be an axiom of atruth theory of the form under consideration here. This could be spelled out more
precisely, but it should be clear enough for present purposes what form of theory is intended.

10. There are some additional complicationsin Welsh | overlook here. 'ac' is the form required when what
follows begins with avowel. Strictly speaking, then, there should be a restriction on ?in (5) to sentences or
formulas that do not require the 'ac’' form.

11. Convention S can be made more precise, of course, relative to a precise specification of the forms of axioms
employed in atheory for a given kind of language.

12. Take any T-sentence, say (1) in the text, and any logical truth, ?. From these we can prove (1N).

(V) 'Gwyn'{'yw'{'eird is true in Welsh iff snow is white and 2.
See (Soames, 1992, p. 28) and (Foster, 1976) for the objection. It must be said that Davidson was aware of
the need, and invoked the idea of a canonical proof procedure to meet it, without, however explaining exactly

how we were to think of it. Perhaps he thought it was too obvious to be worth remark.

13. I include the qualification because there are reasons to think that the grammar of English is not finitely
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recursively specifiable. The reason | have in mind is that the quotation name of any symbol is a symbol of
English, whether the symbol itself is or not, and it is doubtful that there is any way to recursively enumerate
every possible symbol, since it is plausible that there are an infinite number of primitive symbols.

14. This mesets the criticisms leveled by (Loar, 1976) and (Foster, 1976).

15. | am assuming that knowledge of what is stated here will suffice for understanding M; if not, we will just
add as much as we need to 3 to state knowledge sufficient to understand the language of the truth theory. This
violates none of our constraints, since obviously understanding the language of the truth theory does not by itself
suffice for understanding the object language.

16. The account given here can be extended to a generalization of the truth-theoretic approach to handle
imperatives and interrogatives that are not assigned truth conditions but rather compliance conditions. See
(Ludwig, 1997) for an outline of the approach.

17. Thus, it is not surprising that this proposal avoids objections to truth-theoretic semantics that presuppose
that the truth theory itself is the meaning theory. Critics looking at the truth theory and wondering where the
meaning theory was were looking in the wrong place.

18. | do not claim here that speaker and time determine by themselves the referents of demonstratives. The
suggestion is that we can describe the referent of a demonstrative in terms of speaker and time; roughly, it isthe
object demonstrated by the speaker at the time using the demonstrative. In fact, there is one additiona
complexity in the case of demonstratives: we must make reference a so to the speech act in which a
demonstrative is used. Thisis necessary to accommodate the possibility of someone using a single token of a
demonstrative ambiguously in two speech acts, directed, e.g., at different audiences at the same time, with
different demonstrative intentions with respect to the different audiences (‘Bring me that’). With thisin mind,
we can give the following reference clause for simple demonstratives:

For al speakers s, timest, speech acts u, and objects x,
if sdemonstrates x at t using 'that' in u,
then refs . y('that’) = x.

Here 'ref s 1, y('that’) = X' is read 'the referent of 'that’ asused by sat tinu'. The relativization to speech acts
will require that our semantic predicates likewise be relativized to speech acts, but this additional relativization
will not affect any of the points made in the text. The fact that we must conditionalize on a speaker's
demonstrating something in the reference axioms for demonstratives means that we cannot discharge the
reference axioms in proofs of T-sentences for object language sentences which contain demonstratives until
we apply them to speakers using the object language sentence, so as to allow the antecedent to be satisfied by
some object. See (Lepore and Ludwig 2000, appendix) for further discussion.

19. For adiscussion of why we cannot read it as 'x would be true if it were spoken by sat t', see (Evans, 1985,
pp. 359-60).

20. Strictly, we should interpret 'sis ... at t' as a primitive metalanguage verb relating a speaker to atime. See
(Lepore & Ludwig, 2001) for an explanation.

21. Recall from note 3 that we have shifted to thinking of truth as a primitive in our theories, and so treat it as
relating sentences to languages.
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22. Thisrequires that the metalanguage contain the meaning predicate as well as the truth predicate. Of course,
the exact form of the convention will vary depending on the metalanguage.

23. Again, we require the metalanguage to have such a predicate.
24. See (Ludwig & Ray, 2000).

25. See (Ludwig & Ray, 1998) for a sententialist account of such contexts that makes good on the claim that
termsin that-clauses and similar contexts do not contribute their extensional properties to determining the truth
conditions of containing sentences.

26. See (Harman, 1974) and (Soames, 1992). Soames claims, e.g., that "the role of truth theories in specifying
the knowledge that is supposed to be sufficient for understanding sentences is essentially heuristic, and in
principle, dispensable” (p. 27), for "all that is needed for the derivation is that we be provided with sentences of
theform,'S' isF iff p, where the sentence replacing 'p' is guaranteed to be a trand ation of the sentence replacing
'S" (ibid.). Hegoeson to say that "beyond this, it is not important how these sentences are produced, what they
say, or even whether they are true” (ibid.). Yet, aswill be shown, it isimportant how these sentences are
produced if we wish to accomplish the aim of a compositional meaning theory, even though, if the main thesis
of this paper is correct, there is truth in the claim that it does not matter whether or not they are true, within
certain limits. In fairness to Soames, it should be said that he is not taking the proponent of the utility of atruth
theory in the theory of meaning to be aiming for more than is required to put someone in a position to interpret
each sentence of another language.

27. 1t has been suggested to me that one could mimic in a translation theory the features of a truth theory that
enable it to exhibit the meaning of, e.g., connectives in the language. Take conjunction as an example. Instead
of 7, one could propose .

N. Forany s, S, of L, forany s, s, of L*, Tr('('{si{’ & {{)", '({Tr(){ v {Tr(x){)") iff
Tr(si, 3) and Tr(s, S).

The suggestion is that this shows that ‘&' and 'V' mean 'and' in the same way that a recursive axiom for
conjunction in a truth theory shows that the object language term means ‘and’ (see axiom A5 below). But this
isillusory. M will be true iff ‘&' trandates 'V' and the concatenation of a sentence of L with '&"' and another
sentence in L translates the concatenation of the trandation of the first with 'v* with the translation of the second
intoL*. Nothing else matters, and in particular it doesn't matter what ‘&' and 'V' mean: they could mean 'and’,
‘or', 'iff', "only if', 'because’, and so on, as long as they are sentential connectives. To learn more we must be
told two things: what '&' or 'V' mean, and what the significance of their pattern of combination isin these
sentences. it isthe latter in particular that a trandation theory will never give us any information about. It isalso
worth noting that the strategy suggested backfires when we turn to some other connectives, such as negation.
For in the case of negation, the axiom mimicking the negation axiom for the truth theory would be 5.

5N. Fordl s of L, s of L*, Tr('~{s, '5{s) iff it is not the case that Tr(s;, $).
An embarrassing result, to be sure. The paralld axiom for disunction yields a similarly odd result.
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